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Call for Papers

The workshop "Trustworthy AI for Whom? Roadmapping Generative AI Policy Challenges Ahead" addresses the 
rapid evolution of Generative AI (GenAI) and its profound implications for society, governance, and the public sector. 
As these technologies reshape economic and social landscapes, this event aims to provide a platform for 
interdisciplinary discourse, bridging academia, industry, and policy-making. Through presentations, discussions, 
and stakeholder engagement, the workshop explores how GenAI can foster trust and inclusivity while mitigating 
risks such as misinformation and biases. The event also aligns with the EU's regulatory frameworks, including the AI 
Act and the ENFIELD Horizon Europe project, to advocate for ethical, transparent, and sustainable AI ecosystems.

The workshop is dedicated to bringing together experts to discuss:

1. To explore the societal, ethical, and technical challenges of implementing GenAI within public and private sectors.
2. To evaluate frameworks for fostering trust and transparency in AI, including decentralized approaches like Web3 
technologies.
3. To align academic, industrial, and policy perspectives in shaping actionable roadmaps for ethical AI governance.
4. To engage with stakeholders across disciplines in discussing challenges and opportunities of AI, particularly its 
role in fostering democratic resilience.
5. To examine the transformative potential of UrbanAI in designing more digitally inclusive, and sustainable data-
driven smart cities by considering digital rights, algorithmic bias, and automating inequalities.

The scope of the workshop thus includes (Calzada et al. forthcoming, 2025: 
(i) https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4983034; (ii) https://www.preprints.org/manuscript/202501.2018/v1; (iii) 
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=5111493), but is not limited to the following topics:

1. Trustworthy AI Frameworks: Exploring definitions and practical applications of trust in AI.
2. Generative AI in the Public Sector: Opportunities for enhancing transparency, accountability, and real-time 
service delivery.
3. Decentralization and Web3: Leveraging Blockchain, DAOs, and Data Cooperatives for AI governance.
4. AI Detection Techniques: From federated learning to explainable AI and privacy-preserving methods.
5. Ethics and Inclusivity in AI Development: Addressing biases, equitable access, and community-driven 
frameworks.
6. Regulatory Perspectives: Insights into the AI Act, Draghi Report, and international regulatory efforts.
7. AI and Misinformation: Strategies for combating disinformation and safeguarding democratic processes.
8. Urban AI: Examining the integration of AI in urban governance, smart cities, and public infrastructure.
9. Case Studies: Lessons learned from applications of GenAI in diverse sectors like healthcare, education, 
governance, and cities.

INSTRUCTIONS:
1. PARTICIPATION: If you are interested in participating in the Workshop either Onsite in Budapest or Online, fill 
this form before 9th February 2025: https://forms.office.com/e/jnCn0Zwqrr
2. CALL FOR PAPERS: 

CfP: Generative AI and the Urban AI Policy Challenges Ahead: Trustworthy AI for Whom? 
Transforming Government: People, Process, and Policy (TGPPP):

Please send an Abstract (300 words) to the Chair and TGPPP Special Issue Editor, Prof Igor Calzada, 
igor.calzada@ehu.eus before 31st May 2025. Thanks. https://www.emeraldgrouppublishing.com/journal/tg 

https://forms.office.com/e/jnCn0Zwqrr
https://forms.office.com/e/jnCn0Zwqrr

